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Abstract

It is well known that computer-based formative assessment and timely feedback

enhance effective student learning but there is still a debate about what type of

feedback should be given, being the text-based the most used feedback in practice.

Although the use of video content as a learning resource has recently increased in both

educational and non-educational contexts, there is very little research on its

effectiveness as assessment feedback and the existing results are contradictory. For

that reason, we have combined in this work the use of a web-based formative

assessment system (Siette) where we have integrated a specific type of video podcast

(“modular teaching mini-videos”: MTMs) and equivalent illustrated text. We have

carried out two experimentswith a twofold purpose, first to compare the effect of video

feedback versus correct response feedback alone and secondly to compare the effect of

video feedback versus equivalent illustrated text feedback. In the context of our

research, a Statistic Course at university level, our results show, as expected, that there

is a statistically significant positive effect in favor of video feedback over correct

response feedback alone. Surprisingly, in contrast to our expectations, based on our

context of acquisition of procedural knowledge, there is a statistically non-significant

effect of video feedback versus equivalent illustrated text feedback. From the students’
satisfaction survey, there is not statistically significant differences in the overall score

of the activity based on video podcast feedback or equivalent illustrated text, which is

an indication that we have really obtained equivalent feedback materials.
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1 | INTRODUCTION

In the literature, there is a consensus that assessment is
essential to student learning in higher education (see, for
example, ref. [39]) and that feedback is a central aspect of the
assessment process (see, among other ref. [2,5,35,22]).
Additionally, it is known that high quality and timely
feedback for formative, sumative, and continuous assessment
enhance effective student learning (see, for example,

ref. [24,28,13]). Despite many authors consider that new
information technologies [7,12,21,29,41,43,58] are very
helpful to achieve timely feedback, there is a lack of
consensus about the type of feedback that should be
given [26]. Although in recent years, there has been an
increasing interest in the use of video content as a learning
resource [30], there has been very little research investigating
video-based assessment feedback, being the text-based
assessment feedback the most used as ref. [26] and [39]
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point out. The vastmajority of the researches that study video-
based assessment feedback, make a comparison with text-
based assessment feedback that is not equivalent in the
volume of detail of information. For that reason, the purpose
of our work is twofold. First, to study the effect of video
feedback in terms of student academic performance and,
second, to compare it with the effect of feedback based on
equivalent illustrated text considering that it refers to awritten
version of the videowhere the colloquial oral explanations are
replaced by equivalent written forms and the handwritten
drawings and expressions on the video to strengthen the oral
explanation are replaced by equivalent digital ones. Our
context of research will be a formative assessment environ-
ment on a Statistic Course at university level.

The structure of the paper is as follows. Section 2
describes the feedback effect in formative assessment
environments, analyzing current findings on the use of video
and text as learning resources. We describe the methodology
used in our two experiments in Section 3, and analyze their
results in Section 4. Finally, we give our conclusions and
describe our future work in Section 5.

2 | FEEDBACK EFFECT IN A
FORMATIVE ASSESSMENT
ENVIRONMENT

Feedback is defined as any piece of information that is given
to the student after one of the student's actions. Feedback is
thus a “consequence” of performance. Authors in ref. [24]
provided a conceptual analysis of feedback and reviewed the
evidence related to its impact on learning and achievement.
According to these authors, teachers should consider three
dimensions to ensure that the feedback given to students is
effective: (i) providing information about the attainment of
learning goals related to the task or performance; (ii)
providing information about progress and/or about how to
proceed; and (iii) providing information that leads to greater
opportunities for learning, including enhanced challenges.

Formative assessment provides feedback to students at the
same time as they are engaged in a learning activity. Authors
in ref. [3,4] established a relationship between formative
assessment and well-founded pedagogical theories that have
their roots in a constructive perspective,where learners are seen
as actively constructing knowledge and understanding through
cognitive processes (Piaget's cognitive development) in a social
and cultural context (Vygotzky's zone of proximal develop-
ment). According to these authors, one of the key features of
formative assessment is the feedback it provides to the teacher
and students. In this work, we will focus on student feedback.

In a formative assessment environment, feedback can be
classified according to timing and content [49]. On one hand,
based on timing, feedback may be (i) immediate, when

questions are posed one by one and feedback appears after
each answer is given; or (ii) delayed, when feedback is given
after the test has been completed. On the other hand, based on
content, feedback can be classified as (i) Knowledge of
Response, usually known as KR, where the feedback consists
of merely stating whether the given response was correct or
incorrect; (ii)Knowledge of Correct Response, usually known
as KCR, where the feedback contains not only the correctness
of the response but also the correct answer if an incorrect
response was given; and (iii) Elaborate Feedback, known as
KCR+ EF, where an extra explanation is provided in addition
to KCR feedback.

2.1 | Video podcast as a learning resource

In recent years, there has been an increasing level of interest in
the use of video podcast as a learning resource [30]. Two
factors have contributed to this interest. First, there is an
increasing demand for Massive Open Online Courses
(MOOCs), such as Coursera or Udacity, or other web
educational resources such as Khan Academy, which are
mostly based on audio-visual material [56]. Second, the
bandwidth currently available for Internet connections has
increased, and certain initial problems with using video files
have been solved, as noted in earlier works [1], which has
increased the amount of multimedia content [59].

It is known that video podcasts, if designed properly, can
enhance learning compared to more traditional teaching
methods (see, for example, ref. [30,36,38,64], among others).
In fact, some factors that correlate with effective learning are:

1. Motivation: affective and cognitive student attitudes
toward video podcasts are predominantly positive [9,30].

2. Interactivity: in the sense that the user can access a specific
moment of video content at any time [65], has to answer a
set of questions after viewing the video podcast [47], or has
to use software programs to supplement the instruction
delivered through the streamed media [23]. The effective-
ness of interactivity is congruent with the constructivist
theory of learning [27].

3. Short duration: some authors noted that the use of long
videos is commonly associated with passive watch-
ing [50,61], and that the use of short videos is associated
with interactive tasks [17,25,65].

2.2 | Comparison of video and text format for
learning

There are not many studies that compare the use of video and
text format for learning purposes and the results are
contradictory. Some studies in non-educational contexts
have shown that the text is superior, for instance, for
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memorization of news or political broadcasts [19,20,57], for
understanding of an organizational mission statement [21],
and for recalling of television commercials [16]. Some other
studies in educational contexts have shown the opposite in
areas connected with abilities, for instance, for practical
skills [15], for golf swing [18], for tying nautical knots [48],
and for laparoscopic knot tying [63], or in areas that require
the acquisition of procedural knowledge, for instance, in
Biology [32] and Statistics [14]. There are also studies that do
not find significant differences [40]. These discrepancies can
be explained from a theoretical perspective because of several
reasons as pointed out by ref. [40]: (i) the dynamic visual
presentation of videos is specially beneficial for topics that
require a procedural learning rather than a declarative
learning; (ii) the inclusion of multimedia effects is beneficial
according to dual-coding theory [44] and; consequently, it is
expected that both “text combined with pictures” and video
are superior to text alone, but, nevertheless, it is not so clear if
video is superior to “text combined with pictures” or the other
way around; (iii) the modality principle would predict the
superiority of “pictures combined with spoken short text”
over “pictures combined with written short text” [33] but not
for the case of long texts.

As ref. [40] pointed out, a possible reason for the above-
mentioned differences is how much control the recipient can
apply over the information processing. Textual presentation
allows learners to reread relevant passages, skip unimportant
ones, and adjust the reading pace to individual cognitive
needs. This might be a drawback of long video podcasts or
those simultaneously presented to a group of learners where
the video is played from the beginning to the end [30]. For that
reason, authors in ref. [40] decompose the activities involving
text and video processing into micro- and macro-levels.
Micro-level activities are those related to the control of
information processing, for instance, using navigation
through single words, sentences, or short paragraphs, that
is, rereadings and lookbacks, on a local text level, or using
play, stop, forward and backward buttons on video. Macro-
level activities include the use of top-down organizers such as
tables of contents or indexes to locate, relate, and compare
relevant parts of text or video. Authors in ref. [40] conclude
that micro-level activities correlate more with better effective
learning using video. Additionally, the above-mentioned
comparisons are sometimes unfair because the information
content is not equivalent between the two formats. In other
cases, the advantage of video instruction is just a matter of
user preference, but it is not correlated with better results [14].

2.3 | Purpose of the study

In the literature, there are several studies that consider video
podcast as feedback. For example, ref. [8,6,13,26,39,51,60]
show that, based on students’ satisfaction surveys, the

feedback experience can be enhanced by the use of video.
However, none of the above studies have conducted an
intervention study, similar to ref. [62], to examine whether the
student performance is significantly improved when they
receive video feedback and whether this improvement is
comparable with that achieved when other forms of feedback
are provided.

This intervention study with multimedia feedback was
suggested to be done in ref. [30,53], but as far as we know it
was never done. The study that we have performed is in a
formative assessment environment based on immediate
elaborate feedback (following ref. [37,52,53]), where we
first have compared KCRwith KCR + video podcast and then
KCR+ video podcast with KCR+ equivalent illustrated text.
These types of feedback cover the three dimensions of
effective feedback described by ref. [24]. The type of video
podcast used here is short and interactive to allow the use of
the micro-level activities considered by ref. [40].

3 | METHODOLOGY

3.1 | Participants

The participants in this study were students enrolled in a
Statistics Course, one of the subjects of the Bachelor's Degree
in Telecommunications Engineering at University Carlos III
of Madrid. The specific statistical topic covered in this
research was “the cumulative distribution function (cdf) of
random discrete variables.”

3.2 | Design

The experimental design was guided by our two initial
hypotheses in the domain of Statistics learning at university
level:

1. H1A: UsingKCR + video podcast as elaborate feedback in
a web-based formative assessment environment is effec-
tive for learning.

2. H1B: Using KCR + video podcast is more effective
than KCR + equivalent illustrated text when used as
elaborate feedback in a web-based formative assessment
environment.

To analyze these hypotheses, we designed two separate
experiments (1A and 1B, respectively), which were con-
ducted in different academic years. For each experiment,
students were randomly assigned to one of the following
groups: control and experimental. The design of the two
experiments can be seen in Table 1.

The experiments were conducted in three phases: pretest,
training, and posttest. After the third phase, we collected
student feedback through an anonymous survey.
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3.3 | Learning resources

In this section, we describe the web-based assessment
environment Siette, the two resources used as elaborate
feedback (a specific type of video podcast known as MTM
and equivalent illustrated text) and the integration of each of
these types of EF into Siette.

3.3.1 | Siette

Siette [10], is a domain-independent web-based formative
assessment system that has been developed at the University
of Málaga (Spain). It is available at http://www.siette.org.
This system implements the classical test theory and Item
Response Theory (IRT). Items (questions) are attached to
different topics in the curriculum of a hierarchically
structured subject. Siette supports the complete assessment
process: creation of an item bank, definition of tests,
delivery through a web interface, and data collection and
analysis. Additionally, it supports different types of
questions, including multiple-choice, single- and multiple-
answer and constructed response question based on short
answers that are corrected according to regular expression
patterns. All questions in Siette are defined in HTML and
can therefore be displayed in a web browser. This also
allows the inclusion of multimedia resources and illustrated
text as elaborate feedback related to the student's responses.
For the reader interested in the evolution and current state of
Siette, we refer to ref. [11]. In this work, we have included
either MTMs or equivalent illustrated texts as EF in Siette to
be displayed only when an incorrect answer is given by the
student.

Another interesting feature of Siette is the possibility of
using item templates that allow us to create generative
questions, that is, questions that are instantiated at run time
with random values of some parameters. A total of 77
multiple-choice questions (MCQs), most of them generative,
were created for the experiments.

Figure 1 illustrates what happens if a student gives an
incorrect answer: Siette shows the KCR feedback using a red
tick for the correct answer and a red cross for the wrong
answer. It is worth mentioning that if the question were
answered correctly, Siette would only mark the correct
answer with a green tick. In Figure 2 we show two versions of
the same generative MCQ.

3.3.2 | Modular teaching mini-videos

The type of video podcasts included in the feedback are
“modular teaching mini-videos” (MTMs), which are charac-
terized by their modularity, interactivity, and short dura-
tion [34]. They are similar to problem-based video podcasts
described by ref. [31], although MTMs are based on
minimalist slides (MSs). The main features of the set of
MSs used in an MTM are that the number of lines on each
slide is less than or equal to 7, there is blank space to write on
each slide and the slides are available for the student to print
them (see ref. [34], for more details). Additionally, the image
of the teacher appears in the lower corner of the video,
according to the guidelines recently proposed by [54]. The left
part of Figure 3 shows a minimalist slide. In designing the
MTMswe have taken into account the guidelines described in
previous successful works that used video podcast, paying
special attention to the following features:

1. Modularity. The teacher structures the content of theMTM
to synthesize a theoretical concept or to solve a simple
exercise. Instead of creating a single video podcast, the
content is divided into several separate chunks with an
independent URL to be used. Thus, modularity allows the
MTM to be reused for different subjects or courses and, in
this case, to integrate it into Siette.

2. Interactivity. The teacher tries to promote interactivity
with students in three ways: (i) by asking them at least one
question during the MTM; (ii) by asking him/her to stop
the MTM and encouraging them to make a summary; and
(iii) by filling the MS to encourage students to do the same
on their printed MS. Recently, authors in ref. [36] proved
that the learning results are better when the teacher fills the
MS than when the slide is already filled.

3. Short duration. The duration of an MTM is between 5 and
10 min. This implies that the content of a semester course
with six European Credit Transfer System (ECTS)
(approximately 6 chapters) could be structured into
approximately 120MTMs (20MTMs per chapter, so 1
MTM= 1/20 ECTS). The ECTS is a standard used in the
European Union to measure the hours of workload
by students in higher education (1 ECTS is equivalent to
25–30 hr of study).

TABLE 1 Experimental design

Experiment Group Feedback

1A Control KCR

Experimental KCR + video podcast

1B Control KCR + video podcast

Experimental KCR + equivalent illustrated text

FIGURE 1 A MCQ with KCR in Siette
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The 4 MTMs that have been used are:

1. Cdf of a random discrete variable: http://minivideos.uc3m.
es/wmv/Funcion_de_probabilidad.wmv

2. Example 1 of a cdf of a random discrete variable: http://
minivideos.uc3m.es/wmv/Ej_1_vad.wmv

3. Example 2 of a cdf of a random discrete variable: http://
minivideos.uc3m.es/wmv/Ej2_vad.wmv

4. Probability of intervals of a random discrete variable:
http://minivideos.uc3m.es/wmv/Prob_intervalos_vad.
wmv

Figure 3 shows an empty minimalist slide of the MTM
“Example 2 of a cdf of a random discrete variable” (left panel)
and minute 01:02 of the same MTMwith the minimalist slide
filled by the teacher (right panel).

3.3.3 | Equivalent illustrated text

As an alternative presentation of the MTM, an equivalent
illustrated text was included in the feedback. The process to
make the equivalent illustrated text was as follows: first, we
took the transcription of the whole MTM and then we
replaced the colloquial oral explanations with equivalent
written forms and the handwritten drawings or expressions
with equivalent digital ones.

By way of illustration, Figure 4 shows the English
transcription of the first part of the MTM “Example 2 of a cdf
of a random discrete variable” corresponding to minutes
00:00–01:02, and Figure 5 the equivalent illustrated text of
this part.

3.3.4 | Integrating the elaborate feedback into
Siette

The integration into Siette of the elaborate feedback was
straightforward. First, the illustrated texts were integrated as
HTML content. Second, the integration of MTMs was also
quite simple as embedded code, even though Siette, and
MTMs were hosted by different sites. From the students’
perspective, everything functioned smoothly as a single site.
It is important to notice that when the students give a wrong
answer to an MCQ in Siette they receive just one feedback
message either via video or illustrated text depending on the
experimental group they were assigned to.

3.4 | Assessment tools

The pretest was designed to estimate the students’ baseline
knowledge before the training. The assessment of this first
phase consisted of 10MCQs, each with four possible options
and only one correct answer. For each question, 1 point was
given for the correct answer,−1/3 for an incorrect answer and

FIGURE 2 Example of an MCQ used in the pretest (left panel) and posttest (right panel) for the MTM “Example 1 of a cdf of a random
discrete variable”

FIGURE 3 Left panel: A minimalist slide of the MTM “Example 2 of a cdf of a random discrete variable”. Right panel: Minute 01:02 of the
same MTM with the minimalist slide filled
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0 for a blank response. Since the aim of the training phase
is that the students improve their baseline knowledge, there
was no assessment for this phase. The posttest was used to
assess the students’ knowledge after the training. This test
contained 10MCQs, identical to those used in the pretest but
with different numerical values to ensure the same level of
difficulty for both the pretest and posttest. Figure 2 shows an
example of one of these questions.

After the third phase, we collected students’ opinion in a
survey carried out voluntarily and anonymously in each
group. Table 2 shows the items comprising the survey. The
first column refers to the questions, and the second column
indicates the type of response of each question: a 0–10 scale,
yes/no or open. Note that in experiment 1A “activity” means
KCR feedback for the Control group and KCR+ video
podcast feedback for the Experimental group. In the case of
experiment 1B, “activity” refers to KCR + video podcast
feedback for the Control group and KCR+ equivalent
illustrated text for the Experimental group. For both experi-
ments “testing tool” refers to Siette in both groups.

3.5 | Procedure

On the Statistics Course, one of the subjects of the Bachelor's
Degree in Telecommunications Engineering at University
Carlos III of Madrid, the common practice is to have a 90-min

theoretical lecture (with slides and a blackboard) followed
by a 90-min practical lecture (where exercises are solved
with or without computers) in the same week. Details of the
experiments 1A and 1B are given below.

3.5.1 | Experiment 1A

In this experiment, a total of 44 students attended a theoretical
lecture given by one instructor (one of the authors of this
paper), corresponding to the contents of the 4 MTMs
introduced in Section 3.3. In this experiment, the associated
practical lecture took place in computer labs. The students
were not informed beforehand about the content of the
experiment in order to avoid any interferences in their normal
learning process. The 44 students were randomly assigned to
two different computer labs: one for the control group and
one for the experimental group. This assignment was single-
blinded for the students. The experiment was conducted
in three phases: pretest, training, and posttest. The students
were informed about these phases at the beginning of the
experiment and received written instructions before each
phase. In these three phases, the students had to answer online
MCQs in Siette, which were presented one at a time and
randomly. The scoring for right answers, wrong answers, and
blank responses was given in the instructions. Although the
activity was conducted online, the students received enough

FIGURE 4 Transcription of MTM corresponding to minutes 00:00–01:02

FIGURE 5 Equivalent illustrated text corresponding to minutes 00:00–01:02
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blank paper to do intermediate calculations before answering
the questions. Moreover, to motivate students, they could
receive as much as one extra point to their grade depending on
their performance in the third phase. During the whole
experiment a tutor was present and merely invigilated.

In the pretest phase, all students (control and experimental
groups) answered the same 10MCQs in Siette in 15 min. In
this first phase, Siette did not provide the correct answer or
indicate whether the answer given was correct.

In the training phase, all students received training based on
16 generativeMCQs (that is, generated at run time from16 item
templates) in Siette corresponding to the topics of the 4MTMs.
In the control group, only the correct answer was given, that is,
they received KCR feedback. In the experimental group, it was
also suggested that they should watch an MTM if their answer
was incorrect, that is, they received KCR+ video podcast
feedback. In this training phase, both groups of students
completed a formative assessment with Siette for 25min. The
formative assessment was constructed as an endless loop of 4
MCQs, one for each MTM of study. If they finished in the
25 min allotted, they took another loop of 4MCQs.Tomaintain
silence in the experimental group while the students listened
(and watched) to the MTMs, they received headphones at the
beginning of this phase. The way of proceeding in the training
phase implies that onaverage, the experimental groupanswered
fewer questions than the control group because they spent part
of their time watching the MTMs.

In the posttest phase, all students answered the same
10MCQs in Siette in 15 min. These MCQs were completely
analogous to those of the pretest phase, with the samewording
and just different numerical values (see Figure 2).

3.5.2 | Experiment 1B

In this second experiment that took place in the following
academic year, a total of 166 students from four academic
groups received a theoretical lecture with the same contents
and the same instructor as in experiment 1A, although at

different schedules. A random single-blinded assignment was
done in six different computer labs: three for the control group
and three for the experimental group. This experiment had the
same three phases andMCQs as experiment 1A, with the only
difference that in the training phase the control group received
EF with MTMs, “KCR+ video podcast (MTM)” and the
experimental group received EF with equivalent illustrated
text “KCR+ equivalent illustrated text.” Again, the students
of the “KCR+ video podcast” group received headphones at
the beginning of the experiment.

3.6 | Analysis of data

The collected data are analyzed using the R statistical
software. As an indication of the assessment reliability, we
use the standard Cronbach's alpha and to measure the effect
sizes, we use the Cohen's d. To compare differences in terms
of quantitative variables, we use parametric tests (Student's
t-test or paired t-test) if the assumptions of normality and
homocedasticity are met, and nonparametric tests (Mann–
Whitney–Wilcoxon test or paired Mann–Whitney–Wilcoxon
test) if any of these assumptions are not met. We assess the
normality assumption through the Shapiro–Wilk statistic
and the homocedasticity condition through the Levene test. In
order to consider simultaneously several explanatory varia-
bles, we use linear regression fit. To compare differences in
terms of qualitative variables, we use the Chi-squared test. For
all these tests, a significance level of 5% is considered.

4 | RESULTS

In this section, we show the results obtained from the analysis
of the two experiments carried out.

4.1 | Experiment 1A

A total of 44 students attended the theoretical lecture as a single
group and 35 of them attended the practical lecture: 19 in the
Control group and 16 in the Experimental group. The following
basicvariableswere recordedduring thecourseof theexperiment:

1. PreTestScore: the score obtained by the student in the
pretest with a maximum value of 10 points. Due to the
substraction of points for questions answered incorrectly
the preTest Score variable can be negative.

2. PostTestScore: the score obtained by the student in the
posttest with a maximum value of 10 points. Like the pre
Test Score variable, due to the substraction of points for
incorrect answers, the preTest Score can be negative.

3. NumberOfQuestions: the total number of questions
answered by the student in the training phase. Taking
into account that both groups participated in the training

TABLE 2 Survey administered to students

Question Type

1. What is your overall rating of the activity? 0–10

2. What is your overall rating of the testing
tool?

0–10

3. Would you like to have similar activities in
the lab?

Yes/No

4. Would you like to have similar activities
available at home?

Yes/No

5. Could you please provide general comments
on what you liked best

Open

6. Could you please provide general comments
on what you liked least

Open
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phase for exactly the same duration (25 min), it is expected
that the number of questions answered is much higher in
the Control group than in the Experimental group.

4. NumberOfIncorrectAnswers: the total number of questions
incorrectly answered by the student in the training phase.

From these basic variables recorded, we calculated the
following three variables:

1. PercentOfIncorrectAnswers: the percentage of incorrect
answers during the training phase defined as number of
Incorrect Answers/number of Questions × 100.

2. Diff Score: the absolute learning gain defined as postTest
Score–preTest Score.

3. CorrectedLearningGain: the relative learning gain defined
as diffScore/(10−preTest Score).

Both diff Score and correctedLearningGain are consid-
ered to measure the “learning increase score” achieved by the
student after the training phase.

Table 3 presents the average results of these variables for
the students in the Control and Experimental groups with the
standard deviations in parentheses. From this table, we
observe that both groups had a preTest Score lower than zero,
which can be explained by the fact that students do not usually
study on a daily basis. It is worth remembering that the
students did not know anything about the pre- and posttests
involved in this experiment for evaluating their knowledge.
The standard Cronbach's alpha of the preTest Scorewas 0.62,
not a very high value, which can be explained by the low
results obtained. Regarding the postTest Score, the standard
Cronbach's alpha was equal to 0.89, indicating a highly
reliable test. As expected, the number of questions answered
by the Control group was much higher than that answered by
the Experimental group. Figure 6 shows a graphical summary
of the preTest Score and postTest Score variables and Figure 7
shows a graphical summary of the diffScore and corrected-
LearningGain variables.

First, we can consider that the baseline knowledge of each
group was the same because there is no statistical significance

in the preTest Score variable (Mann–Whitney–Wilcoxon,
p-value = 0.920). In other words, we can assume that both
groups are homogeneous, indicating that the random
assignment was successful in the sense that both groups are
comparable before the training session.

Second, we measure the “learning increase score” in terms
of the diffScore and correctedLearningGain variables.
Regarding the diffScorevariable, there is a statistical difference
in the Experimental group (paired t-test, p-value = 0.027) but
not in the Control group (paired t-test, p-value = 0.111). The
effect sizes (measured in terms ofCohen's d)were 0.613 for the
Experimental group and 0.384 for theControl group,which are
considered medium and small effects, respectively. Regarding
the correctedLearningGain variable, no statistical differences
are observed either in the Experimental group (paired t-test,
p-value = 0.061) or in the Control group (paired t-test,
p-value = 0.146). The effect sizes (measured in terms of
Cohen's d) were 0.507 for the Experimental group and 0.348
for the Control group, which are consideredmedium and small
effects, respectively.

If we now take into account not only the Group (0 for the
Control group and 1 for the Experimental group) but also the
percentage of incorrect answers during the training phase,
percentOfIncorrectAnswers, we obtain the following linear
regression fits.

Considering diffScore as the dependent variable, we
obtain: diffScore = 3.600 + 2.145 × Group−0.102 × percen-
tOfIncorrectAnswers, with a p-value = 0.018 associated with
Group and a p-value <0.001 associated with percentOfIn-
correctAnswers. Therefore, we can conclude that statistically
significant differences exist between the two groups and that
on average the Experimental group obtains 2.145 points more
in diffScore than the Control group. Additionally, every 10%
increase in the number of incorrect answers corresponds on
average to a diffScore decrease of 1.02 points.

When correctedLearningGain is considered as the
dependent variable, we obtain correctedLearning-
Gain = 0.349 + 0.182 × Group−0.010 × percentOfIncor-
rectAnswers, with a p-value = 0.040 associated with
Group and a p-value <0.001 associated with

TABLE 3 Average results (with the standard deviation in parenthesis) obtained in experiment 1A

Variable 1A—Control group 1A—Experimental group

#Students 19 16

preTestScore −0.158 (1.381) −0.250 (1.458)

numberOfQuestions 90.000 (56.264) 21.250 (9.713)

numberOfIncorrectAnswers 17.263 (6.181) 6.563 (2.421)

percentOfIncorrectAnswers 26.543 (16.055) 34.879 (16.274)

postTestScore 0.719 (2.337) 1.917 (2.589)

diffScore 0.877 (2.283) 2.167 (3.534)

correctedLearningGain 0.079 (0.227) 0.177 (0.349)
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percentOfIncorrectAnswers. Therefore, we obtain a simi-
lar conclusion as in the previous regression fit.

A total of 35 students answered the anonymous survey.
The results for the first four questions in Table 2 are shown for
each group in Table 4. From this table, we observe that
students evaluated the activity and the testing tool very
positively. Additionally, there is a statistically significant
difference between both groups in terms of the overall rating
of the activity (Student t-test, p-value <0.001), but not in
terms of the testing tool (Student t-test, p-value = 0.892).
Regarding willingness to perform similar activities to those
performed in the experiment in the computer laboratory or at
home, there are no statistically significant differences
between groups (Chi-square test, p-value = 0.504 and p-
value = 0.782 for the computer laboratory or home,
respectively).

Regarding the open questions, some of the students
reported the following statements:

1. 6 out of 35 (17%) liked the fact that in the training phase the
system indicated to them whether they had answered the
question incorrectly and which the correct answer was.

2. 3 out of 35 (9%) liked the fact that they could obtain up to
one extra point for their final mark in the subject.

3. 10 out of 35 (29%) argued that they had not worked enough
on these concepts in previous classes and that their
knowledge was not sound enough to solve the exercises
proposed.

4. 5 out of 35 (14%) did not find the pretest phase very useful
because they did not obtain any feedback from the system.

5. 4 out of 19 (21% of the Control group) would have liked to
have received some explanations about their mistakes.

6. 11 out of 16 (69% of the Experimental group) reported that
watching mini-videos was what they liked most.

7. 4 out of 16 (25% of the Experimental group) considered the
mini-videos very useful for gaining an understanding of
the concepts.

4.2 | Experiment 1B

A total of 166 students attended the theoretical lectures in two
different groups with the same teacher and 112 out of them
participated in experiment 1B: 60 in the Control group and
52 in the Experimental group. The same variables as in
the previous experiment were considered and analyzed in the
same way. In Table 5, we observe again that both groups have
a negative preTest Score. The standard Cronbach's alpha was

FIGURE 6 Boxplots of the preTestScore (left) and postTestScore (right) for experiment 1A
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equal to 0.84 for the preTest Score and 0.93 for the postTest
Score, indicating a highly reliable test for both cases. Figure 8
shows a graphical summary of the preTest Score and postTest
Score variables and Figure 9 shows a graphical summary of
the diffScore and correctedLearningGain variables.

First, we can consider that the baseline knowledge of each
group is the same because there is no statistical significance in
the preTest Score variable (Mann–Whitney–Wilcoxon, p-
value = 0.801). In other words, we can assume that both
groups are homogeneous, indicating that the random
assignment was successful in the sense that both groups are
comparable before the training session.

Second, regarding the diffScore variable there are
statistically significant differences in the Experimental group
(paired t-test, p-value <0.001) and in the Control group

(Wilcoxon test, p-value <0.001). The effect sizes (measured
in terms of Cohen's d) were 0.706 for the Experimental group
and 0.621 for the Control group, which are considered
moderate effects. Regarding the correctedLearningGain
variable there are statistically significant differences in the
Experimental group (paired t-test, p-value <0.001) and in the
Control group (Wilcoxon test, p-value <0.001). The effect
sizes (measured in terms of Cohen's d) were 0.573 for the
Experimental group and 0.664 for the Control group, which
are considered moderate effects.

If we now take into account not only the Group (0 for the
Control group and 1 for the Experimental group) but also the
percentage of incorrect answers during the training phase,
percentOfIncorrectAnswers, we obtain the following linear
regression fits.

FIGURE 7 Boxplots of the diffScore (left) and correctedLearningGain (right) for experiment 1A

TABLE 4 Results of the survey administered to the students in experiment 1A

1A—Control group 1A—Experimental group

Question Mean (SD) Mean (SD)

1. What is your overall rating of the activity? (0–10) 7.00 (1.25) 8.75 (1.13)

2. What is your overall rating of the testing tool? (0–10) 7.32 (1.49) 7.38 (1.02)

Yes/No Yes/No

3. Would you like to have similar activities in the lab? (Yes/No) 78.95%/21.05% 87.50%/12.50%

4. Would you like to have similar activities available at home? (Yes/No) 78.95%/ 21.05% 75.00%/25.00%
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Considering diffScore as the dependent variable, we
obtain: diffScore = 3.339−0.178 × Group−0.035 × percen-
tOfIncorrectAnswers, with a p-value = 0.701 associated
with Group and a p-value = 0.001 associated with percentO-
fIncorrectAnswers, and diffScore = 3.227−0.034 × percen-
tOfIncorrectAnswers, with a p-value = 0.001 associated with
percentOfIncorrectAnswers. Therefore, we can conclude that
there are no statistically significant differences between the
Experimental and Control groups and that every 10% increase
in the number of incorrect answers corresponds in average to a
diffScore decrease of 0.34 points.

If we now take into account correctedLearningGain as
the dependent variable, we obtain: correctedLearning-

Gain = 0.360−0.008 × Group−0.004 × percentOfIncorrec-
tAnswers, with a p-value = 0.869 associated with Group and
a p-value <0.001 associated with percentOfIncorrec-
tAnswers, and correctedLearningGain = 0.355−0.004 × per-
centOfIncorrectAnswers, with a p-value <0.001 associated
with percentOfIncorrectAnswers. Therefore, we obtain a
similar conclusion as in the previous regression fit.

A total of 73 students answered the anonymous survey,
40 out of 60 from the Control group and 33 out of 52 from the
Experimental group. Although there are no statistically
significant differences between groups (Chi-square test,
p-value = 0.722), we cannot be certain that the participants
in the survey represent an unbiased sample becausemotivated

TABLE 5 Average results (with the standard deviation in parenthesis) obtained in experiment 1B

Variable 1B—Control group 1B—Experimental group

#Students 60 52

preTestScore −0.375 (1.550) −0.173 (1.898)

numberOfQuestions 18.533 (18.675) 24.000 (24.297)

numberOfIncorrectAnswers 7.400 (7.883) 7.115 (4.278)

percentOfIncorrectAnswers 48.827 (23.512) 42.024 (18.941)

postTestScore 1.250 (2.673) 1.513 (3.003)

diffScore 1.625 (2.616) 1.686 (2.387)

correctedLearningGain 0.151 (0.264) 0.172 (0.260)

FIGURE 8 Boxplots of the preTestScore (left) and postTestScore (right) for experiment 1B
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people or people who liked the activity and/or the testing tool
are perhaps more likely to fill out the survey. The results for
the first four questions in Table 2 are shown for each group in
Table 6. From this table, we observe that students evaluated
the activity and the testing tool positively without statistically
significant differences between groups (Student t-test, p-
value = 0.732 and p-value = 0.356, respectively). Regarding
willingness to perform similar activities to those performed in
the experiment in the computer laboratory or at home, there
are no statistically significant differences between groups
(Chi-square test, p-value = 0.197 and p-value = 0.519 for the
computer laboratory or home, respectively).

Regarding the open questions, some of the students
reported the following statements:

1. 12 out of 73 (16%) found that the feedback consisting of
an explanation of the concept related to the question is
very useful for understanding the subject.

2. 8 out of 73 (11%) liked the fact that in the training phase
the system indicated to them whether they had answered
the question incorrectly and which the correct answer
was.

3. 6 out of 73 (8%) think that this new way of learning is
entertaining and helps them to break the routine.

4. 5 out of 73 (7%) liked the fact that they could obtain up to
one extra point for their final mark in the subject.

5. 19 out of 73 (26%) stated that they had not done enough
work on these concepts in previous classes and that their

FIGURE 9 Boxplots of the diffScore (left) and correctedLearningGain (right) for experiment 1B

TABLE 6 Results of the survey administered to the students in experiment 1B

1B—Control group 1B—Experimental group

Question Mean (SD) Mean (SD)

1. What is your overall rating of the activity? (0–10) 7.65 (1.73) 7.79 (1.73)

2. What is your overall rating of the testing tool? (0–10) 6.45 (1.69) 6.82 (1.70)

Yes/No Yes/No/No answer

3. Would you like to have similar activities in the lab? (Yes/No) 85.00%/15.00% 72.73%/ 24.24%/3.03%

4. Would you like to have similar activities available at home? (Yes/No) 62.50%/37.50% 69.70%/ 30.30%/0.00%
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knowledge was not sound enough to solve the exercises
proposed.

6. 8 out of 73 (11%) did not find the pretest phase very useful
because they did not obtain any feedback from the
system.

7. 3 out of 73 (4%) were unhappy about the date of the
experiment because the next day they had an exam in
another subject.

8. 2 out of 73 (3%) suggested that the training phase should
have lasted longer.

9. 2 out of 73 (3%) mentioned that the tests should be
available for the students to work at any time in the lab or
at home.

10. 7 students out of 40 (18% of the Control group) liked the
mini-videos very much.

11. 4 students out of 40 (10% of the Control group) criticized
the system for being slow when loading the questions.

5 | DISCUSSION AND CONCLUSIONS

In this paper, we have first presented a hybrid web application
to provide video feedback in a formative assessment
environment. It has been constructed from two learning
resources: Siette, a web-based formative assessment envi-
ronment, and a set of learning video podcasts known as
“modular teaching mini-videos.” A key feature that made
integration possible was the modularity of this type of video
podcasts. The video content was created following the
research line proposed by ref. [30] taking into account
features that, according to previous works, have demonstrated
to be effective for learning.

Our first objective was to investigate whether the
combination of formative assessment and video feedback is
effective. To prove this hypothesis, we designed a controlled-
condition experiment with pre- and posttests to compare the
results of a set of students that received video feedback during
the training phase (specifically, KCR +MTM) with a set of
students that received just knowledge of correct response
feedback (that is, KCR). Based on the regression coefficients
used for explaining the student's “learning increase score”
(measured in terms of either diffScore or correctedLearning-
Gain), it is observed a statistically significant positive effect
of the type of feedback in favor of KCR +MTM and a
statistically significant negative effect of the percent of the
student's incorrect answers during the training phase
(percentOfIncorrectAnswers).

Another controlled-condition experiment was designed to
compare KCR +MTM with KCR + equivalent illustrated text
in a formative assessment environment. Based on the
regression coefficients to explain the student's “learning
increase score,” it is observed a statistically non-significant
effect of the type of feedback and a statistically significant

negative effect of percentOfIncorrectAnswers. Surprisingly,
these results contradict our second hypothesis that video
feedback would be superior to equivalent illustrated text
feedback. We formulated that hypothesis because the context
of our research (Statistics) requires the acquisition of
procedural knowledge as in the studies carried out by
ref. [32,14], that showed the superiority of the video over the
text format. This opposite result can be explained by the fact
that neither of these authors considered equivalent illustrated
text and is in line with [40] that did not find significant
differences between learning from video podcast and
equivalent illustrated text in a declarative learning context
(German history). As far as we know, our work is the first that
compares the effectiveness of equivalent illustrated text and
video podcast in a formative assessment environment that
requires the acquisition of a procedural learning. Althoughwe
have not find statistically significant differences between
video podcast and equivalent illustrated text, we believe that it
is useful to have both formats following [46] that proposed to
vary learning activities as a way of increasing the interest and
motivation of the students.

Our two experiments were complemented with two
voluntary and anonymous surveys in each group to know the
students’ perspective and viewpoint. The overall evaluation
of the experiments was positive for both the training phase
and the testing tool. In the first experiment, it was found a
statistically significant difference between KCR +MTM and
KCR in terms of the overall rating of the activity but not in
terms of the testing tool. However, in the second experiment,
neither the overall rating of the activity nor the testing tool
showed a statistically significant difference between
KCR+ equivalent illustrated text and KCR +MTM. Students
indicated that they would like to perform similar activities in
the laboratory and at home. Additionally, all the students
evaluated the experiment positively, especially those that
received elaborate feedback, who rated it higher. Moreover,
the students who did not receive elaborate feedback
mentioned that they wished they had received explanations
when they had made mistakes in the tests, which can be
interpreted as a sign that they wanted to receive elaborate
feedback to improve their learning. It is worth mentioning
that the fact the students did not report differences in the
overall score of the activity in the second study is an
indication that the efforts dedicated to obtain equivalent
materials have met.

Further research and development will include full
personal adaptation of the hybrid web application developed
for this study. Currently, the system adapts its behavior to
the students' responses, showing the corresponding elaborate
feedback only in the event of an incorrect answer. There are
three other possible sources for adaptability: (i) adapting the
feedback modality (either KCR +MTM or KCR + equivalent
illustrated text) to the student's preferences; (ii) adapting the
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feedback depending on the student's response; and (iii)
selecting the next question to pose by estimating the student's
knowledge using computer adaptive testing [55,45,42].
These features are already part of Siette [21], but
developing the appropriate content and collecting enough
data to calibrate the student model require considerable
effort. We are beginning to work in this direction. As future
work, we are also considering the development of similar
resources to learn about statistical software tools such as R
and MATLAB.
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