
S.A. Cerri et al. (Eds.): ITS 2012, LNCS 7315, pp. 310–319, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Exploring Quality of Constraints  
for Assessment in Problem Solving Environments 

Jaime Galvez Cordero, Eduardo Guzman De Los Riscos,  
and Ricardo Conejo Muñoz 

Universidad de Malaga, 
29071, Malaga, Spain 

{jgalvez,guzman,conejo}@lcc.uma.es 

Abstract. One of the approaches that has demonstrated by far its efficiency as a 
tutorial strategy in problem solving learning environments is the Constraint-
Based Modeling (CBM). In existing works it has been combined with a data-
driven technique for automatic assessment, the Item Response Theory (IRT). 
The result is a well-founded model for assessing students while solving prob-
lems. In this paper a novel technique for studying quality of constraints for this 
type of assessment is presented. It has been tested with two new systems, an in-
dependent component for assessment that implements CBM with IRT, which 
provides assessment to a new problem solving environment developed to assess 
the students’ skills in decision-making in project investments. The results of 
testing our approach and the application of these two systems with undergra-
duate students are also discussed in this paper. 
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1 Introduction 

Among the existing approaches that can be applied to modeling students in problem 
solving environments, Constraint-Based Modeling (CBM) has proved its effective-
ness with a range of tutors and studies performed in the last years [1]. It is easier to be 
applied than other approaches, such as Model Tracing [2], since CBM does not re-
quire identifying all possible steps a student could take to reach a solution to a prob-
lem. On the contrary, only those constraints that any solution should not violate need 
to be identified. 

CBM is an effective approach, whose power lies in the design of the constraints 
set. To build a new learning environment using authoring tools such as ASPIRE [3] is 
a very easy task, since no programming skills are needed. What is necessary to model 
constraints in an appropriate manner is to have a broad knowledge of the domain 
matter; the same happens in any other approach when a new learning environment is 
going to be developed. Nevertheless, even with human experts, constraints could not 
be reflecting properly a domain principle. In this sense, a constraint could actually 
represent a more specific principle or, otherwise, a more general one. 
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The work presented here is based on the model presented in [4, 5] which combines 
Item Response Theory (IRT) with CBM. IRT is a data-driven theory commonly used 
in testing environments for assessment. The IRT+CBM model generates probabilistic 
curves, called Constraint Characteristic Curve (CCC), which are inferred from a cali-
bration process with prior data from students’ performance. 

Unfortunately, as mentioned before, constraints may not represent the domain 
model in the best possible way. Moreover, the calibration performed by the 
IRT+CBM model might not have enough evidence to infer the CCCs properly. In this 
paper we present a data-driven technique to determine quality of constraints, i.e., 
whether or not they are good enough to be used for assessment. 

The content of the article is organized as follows: first, the work related to our re-
search is mentioned. Then, we describe how IRT would help to determine quality of 
constraints. Next, we present a new assessment framework and a new problem solv-
ing environment we have used to carry out the experimentation. Section 5 describes 
our hypothesis, the experiment we designed, and our findings. Finally, conclusions 
and future research work are outlined in the section 6. 

2 Related Work 

The first methodology of interest to the work of this paper is the CBM, which is used 
to model the domain and student in problem solving environments with the goal of 
improving learning of a given subject. Its basis is the Olsson’s theory of learning from 
performance errors [6], according to which incomplete or incorrect student’s know-
ledge can be used within an intelligent tutoring system as guidance. Detection of this 
faulty knowledge is done by the main element of CBM: the constraint, which 
represents a principle that none of the possible solutions to a problem in this domain 
will violate. 

The other technique employed here is the IRT conceived by Thurstone [7], a well-
founded theory used in testing environments to measure certain traits, such as the 
student’s knowledge. This theory is based on modeling the probability of answering a 
question/item correctly given a student's knowledge level by means of a function 
called Item Characteristic Curve (ICC) where the greater the student’s knowledge 
level is, the higher the probability of answering correctly. 

The main work related to the study conducted here is based on [4, 5], where a 
model combining CBM and IRT is proposed in order to provide CBM with a long-
term student model. According to this work, constraints of CBM are equivalent to 
questions of a test and using IR assessment over constraints can improve the student 
model accuracy and, consequently, provide a better adaptation to the student learning 
process. The analogy made between these two methodologies is the basis that allowed 
us to apply techniques associated with the IRT into CBM to develop this work. 

In literature there are works on CBM [8, 9] which explore whether or not groups of 
constraints, linked to more general concepts, would be more effective for learning 
than single constraints. However, our approach treats it from a different point of view 
since it is based on IRT. 
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3 Using IRT to Study Quality of Constraints for Assessment 

The analogy that allows us to formulate the approach explained below is that con-
straints are equivalent to questions in the sense that both of them represent declarative 
knowledge units and both of them have two values as the result of the student perfor-
mance: one positive and one negative. The positive value represents correct know-
ledge, which, in the case of CBM, corresponds to a satisfaction of a constraint and, in 
questions, to a correct response. The negative value would represent faulty know-
ledge, meaning that the constraint was violated or the response was wrong. 

According to [4, 5], to apply IRT to constraints, a Constraint Characteristic Curve 
(CCC) is defined for every constraint in a calibration process with the evidence taken 
from the student’s performance. As in IRT, it represents a probability distribution 
based on the knowledge: the broader the knowledge, the more probability of satisfy-
ing the constraint. Violations can be also modeled using the inverse of this function, 
which means that when the knowledge is broader, the probability of violation is low-
er. As a result of the calibration, the parameters representing the CCC are obtained.  

Normally, the 3 parameters logistic function (3PL) is applied, producing the fol-
lowing three parameters: a represents discrimination which is a value proportional to 
the slope of the curve. The higher it is, the greater capacity to differentiate between 
the students' inferior and superior knowledge levels; b is the difficulty and it corres-
ponds to the knowledge value for which the probability of satisfying the constraint is 
the same as that of violating it; the last parameter, c, is the guessing and it represents 
the probability that a student will satisfy the constraint even though he/she may not 
possess the knowledge required to do so.  

The basis of our proposal is that, considering the parameters of a CCC, we could 
manage constraints as if they were items and, consequently, mechanisms applied over 
items to determine their quality are equally valid for constraints. Concretely, we pro-
pose to employ the Item Information Function (IIF) [10, 11], which is a technique 
used in adaptive testing in order to describe, select, and compare items and tests. Ac-
cordingly, we define the Constraint Information Function (CIF) that can be used to 
detect the most suitable constraints for assessment (see equation 1 based on [10]). In 
this way, assessment would be done over concepts representing more faithfully the 
reality, which would reduce misleading result of an inappropriate representation. I θ .. .                       (1) 

The I θ  represents how informative a constraint i is for a fixed value of the stu-
dent’s knowledge, θ. This knowledge ranges from ∞ to ∞, but in practice, only 
values from the interval [-4, 4] or [-3, 3] are normally considered because, out of this 
interval, the value of the CIF is very close to zero and hence it is negligible. Within 
this interval the function has a logistic bell shape with values close to zero in the ex-
tremes and a maximum in the value of =bi, which is the parameter corresponding to 
the difficulty of the constraint and the most representative for the CIF. Note that equa-
tion 1 assumes that CCC has been calibrated under the 3PL model.  
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To calculate the CIF of a particular constraint, given that the formula is the deriva-
tive respect to θ, we would apply equation 2 to get the total information, which would 
consider the whole range of student’s knowledge. I I θ  dθ                                (2) 

We distinguish three particular cases where CIFs could help to explore the quality of 
constraints:  

a) The first case is related to the relevance of constraints. Some of the domain 
constraints are not always relevant to all the problems. They will have less evi-
dence in comparison to others and, thereby, less information of the domain. The 
use of these constraints to assess students could produce an inaccurate assess-
ment. 

b) Secondly, extremely high values of the information function in a constraint, in 
comparison to the others, could suggest that this constraint is grouping more 
than one domain principles. The recommendation here should be to consider 
splitting this constraint into several ones, each one modeling a more specific 
principle. 

c) The last case would be exactly the opposite of the second one: the value of the 
information function is extremely low. Two reasons could lead to this fact: 
first, the population is small and there is not enough evidence to calibrate the 
curves properly; and second, the constraint is too fine-grained and it should be 
merged with other constraint to model a more general principle. Finally, this 
CIF value could also suggest that the constraint is not a good indicator of the 
student’s knowledge in the domain. 

Regarding the distinction between good and bad constraints, it is clear that if the in-
formation is lower, it will be worse for assessment. Nevertheless, if we have to estab-
lish a limit or threshold to separate good constraints from bad ones, we still do not 
know if there is a common limit for different domains. In the experimentation section 
we give the threshold, obtained for our problem solving environment, as a reference 
point for further studies. 

4 Tools Used in the Experiment 

To perform the experiment we used three systems, each one for different purposes: 
the first one is Siette [12], a web-based authoring tool and testing environment where 
students can take tests on a subject matter, and where assessment with IRT is possi-
ble. The other two systems are presented in this paper for the first time and both are 
components of a bigger platform for teaching mathematics, DEDALO [13]. Follow-
ing the philosophy of this framework, every component is independent and can com-
municate through Web Services with the rest of the platform components. These 
components are called Project Investments Problem Solving Environment (PIPSE) 
and CBM-Engine.  
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4.1 Project Investment Problem Solving Environment 

PIPSE was developed to be used as part of a course of Project Management as a sup-
port tool. It is a problem solving environment focused on the study of the profitability 
of starting up a project given a series of variables associated with costs and benefits 
that it would generate. The system is a Web application implemented on .net through 
which students can apply several indexes, such as Net Present Value (NPV) or Inter-
nal Rate of Return (IRR) [14], to study the profitability of a project. Figure 1 shows 
the four main parts of PIPSE: A is a panel of actions related to the current session and 
to the student’s attempts; B contains the problem stem and buttons to hide / show it; C 
is the table with the student’s solutions which can be edited; and D contains the con-
trols to add years or variables to the problem, with the solution variables and a work-
space panel where all actions carried out by the student are represented, and new 
commands can be entered into a command line interpreter. 

 

Fig. 1. Project Investment Problem Solving Environment 

The system interface tries to reduce the cognitive overload [15], otherwise calculus 
inherent in this kind of problems would affect the student’s working memory. This is 
done by providing students with mechanisms similar to a datasheet, allowing them to 
use references to cells of a table to build formulas that will be automatically inter-
preted and calculated by the system. Those mechanisms make calculations unneces-
sary outside the interface and help students to focus on using their knowledge to solve 
the problem. Students should build a table with all the problem information and  
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provide other information, which, all together, would represent the solution to the 
problem. PIPSE is able to present information about the student performance errors 
obtained from the application of CBM to their solution. This characteristic makes the 
system not only an assessment tool, but also, suitable for learning purposes. 

Information gathered from the student interaction with the system is used by it to 
generate different assessments. To accomplish this, the information is sent to different 
assessment subsystems, available through Web Services. Those subsystems are inde-
pendent and they are not fixed, i.e., they can be dynamically replaced, added, or  
removed from the system. Although currently there are two different assessment sub-
systems implemented, each one associated with a different methodology, only one of 
them is of interest to this study: the one that implements the combination of 
CBM+IRT, which is explained in the following subsection. 

4.2 CBM-Engine Assessment Component 

The CBM-Engine is a SOA-based component following the same idea of [16] that 
implements CBM with IRT assessment. It has no interface but a set of services that 
can be used to apply the already-explained methodology in any external system/tutor. 
It is formed by a three-layered architecture comprising: a) a top level layer offering 
Web Services as interface with the external systems, b) an assessment layer where all 
inferences and application logic are carried out, and c) a persistence layer in charge of 
storing data structures common to any domain and those specific to each particular 
domain. New problem solving environments or tutors wanting to obtain assessment 
with this framework must be added to the system by using an authoring tool where 
constraints and data structures must be defined. 

In the particular case of the PIPSE system, we are dealing with a well-defined do-
main where problems as well as tasks are well-defined [17]. The constraints and the 
specific data structures forming the domain model were added to the engine resulting 
in a set of 17 constraints, which can be categorized in three subsets: (a) correct defini-
tion of variables related to the problem; (b) manipulation of the data in the solution 
table; and (c) calculus and inference associated with the solution. 

5 Experimentation 

In this section we are going to describe the experiment we have conducted to validate 
our proposal. In this sense, the main hypothesis to be tested will be whether or not the 
IIF can be applied to constraints in the same way it is used in testing environments, to 
detect constraints not suitable for assessment. 

As a secondary goal, the second part of our experimentation tries to study an im-
portant characteristic that any system should have in order to be used for assessment 
purposes: it should be able to provide a valid assessment of the student performance. 
To verify this with the PIPSE system presented in this study, we proceeded as it was 
done in [4, 5]. Following the same criteria, assessment produced with the system us-
ing the combination CBM+IRT should be similar to the one obtained by applying a 
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formal assessment of the same concepts involved in the system. Thus, the second part 
is focused on exploring whether or not the assessment provided by our new system, 
using a set of constraints valid for assessment, is equivalent to the one provided by a 
test where IRT would be applied to infer the student’s knowledge. 

5.1 Design and Implementation of the Experiment 

In order to evaluate our methodology, we designed an experiment with students from 
the last year of the M.Sc. in Computer Science degree at the University of Malaga. A 
total of 24 students participated in the study that was performed in December 2011 
and comprised of several stages. First, the students were instructed during several 
classes on the different indexes to solve the project investment problems. Next, they 
took a one-hour-long session where they were able to use the system to solve two 
problems seen previously in class; a week later, we performed a paper-based exam 
where two problems where proposed and a test was administered. 

To test the experiment hypothesis, problems proposed in the exam did not cover 
the whole set of constraints; a characteristic we would use later in the analysis of con-
straints quality with the CIF. Regarding the test, it was designed, following the same 
premises as in [4, 5], in order to assess the same concepts involved in the problems. 
To achieve this, a question was written for each constraint, producing a total of 15 
questions in the test. Two of the constraints were left out of the test since they were 
not associated with concepts, but with mathematical verifications. 

Unlike the early work with this technique, the exam was made on paper with the 
aim of getting only the constraints violations and preventing students from receiving 
any type of feedback. With this omission of information about errors made in the 
solution, the learning factor associated with feedback was isolated and taken out of 
the experiment, which, according to IRT requirements, is important to generate a 
good calibration of constraints and to apply IRT mechanisms. Once all the students 
had finished the exam, the solutions they provided were then introduced into the prob-
lem solving environment and constraints were checked against them. 

The experiment was used as an assessment item in the course, and all 24 students 
enrolled in the course participated in it. Additionally, the Siette test was also adminis-
tered to the students. After all data had been gathered from students, we performed 
the analysis of constraints applying the approach explained before, filtering some of 
the constraints and leaving the rest to perform the assessment of students, which led 
us to the results described in the next section. 

5.2 Results 

The solution provided by every student was introduced into the PIPSE, which sent it 
to the CBM-Engine, recording all data and calibrating constraints. The calibration 
output, i.e., parameters representing the CCC, was analyzed by applying the informa-
tion function to every constraint using the formula (1). As a result, we got an average 
value of 14.81 of the CIF and a standard deviation of 2.18 for the whole set of 17 
constraints.  
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Before examining the results, we grouped the constraints into those that were not 
relevant during the problems taken in the exam and those that were. Looking at the 
results, the first supporting finding we made was that the group of relevant con-
straints, composed by 7 of them, had a greater mean of the CIF (16.29 versus 13.76). 
Although after a t-test we couldn’t find significant difference in their means (p-value 
0.68), we discovered that one of the constraints from this analysis had a strange value 
that was affecting the results by introducing noise. When we discarded it, the differ-
ence became significant (p-value 0.012).  

Besides, we ordered the constraints according to their value in the CIF, finding that 
5 out of 7 of the relevant constraints were at the top of the list. In this particular case, 
splitting the data with the threshold 0.5 , resulted in the division of the relevant 
constraints at the top of the list. This suggests that most of them could be detected 
using the CIF (conforming case a) of our proposal in section 3). Regarding the other 
two relevant constraints not found at the top, both of them were at the bottom with an 
order of -1.67 times the standard deviation, which was significant. This constraint 
with extremely low value was representing a principle of the domain that was implicit 
in other constraints and, therefore, it was not providing much information. The other 
constraint at the bottom of the list was not significantly different from the rest and 
experts in the domain didn’t find any other constraint that could be merged with it. 
This probably is explained by a small population of students that didn’t provide 
enough evidence to get a good calibration of the constraint. In any case, irregularities 
of both of these constraints were detected with our approach (conforming case c) of 
our proposal). 

Additionally, during the analysis we found a constraint with an outstanding value 
of the information function over the remaining ones. It had a 20.07, which is an order 
of 2.4 times the standard deviation. Since we had not deliberately designed this con-
straint to be different from the others, by examining it to see what the cause of this 
exaggerated value would be, we realized it was due to grouping several concepts to-
gether, which led to students’ faulty knowledge being more pronounced here. It 
means that we were able to detect a constraint which could be split into others 
representing more fine-grained principles of the domain (see case b) of our proposal 
in section 3). 

The filtered set of constraints was used then in the assessment framework to pro-
vide a score for every student. This assessment was compared with the one obtained 
in the Siette test using a paired t-test at 95% confidence. As result of the t-test we got 
a p-value of 0.8155. This clearly suggests that in the case of pairs of scores belonging 
to a student, there is no significant difference between them. Furthermore, we per-
formed a correlation analysis between both scores, obtaining a correlation coefficient 
of 0.06. This is a very small value that we think could be explained by two factors: a) 
the number of data from students / constraints is not big enough; or b) questions of the 
test were not correctly designed to evaluate the same concepts. 

6 Conclusions 

In this paper, a new approach, called Constraint Information Function (CIF), to study 
quality of constraints in CBM tutors has been introduced. This methodology is based 
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on the analogy discovered between questions and CBM constraints [4, 5], according 
to which, constraints are used as if they were questions in a test and, consequently, 
mechanisms of IRT can be applied to constraints. In this way, the IIF, normally used 
to study quality of questions in test development, has been proposed to determine 
whether or not constraints are representing the domain correctly and if they can be 
used for assessing students appropriately. This approach would help to generate a 
more accurate assessment, leading to a more precise student model and a better adap-
tation. In addition, our approach could contribute to the constraint elicitation process, 
since it could help to detect constraints that should be split or grouped, and even to 
reformulate or discard them. 

As part of the study, the CBM with IRT assessment has been implemented in a 
new SOA-based assessment framework called CBM-Engine. This system is able to 
perform the same assessment procedure combining both techniques, with the advan-
tage of being independent of the learning system. What is more, it can be used by any 
external learning environment as long as it is registered in the system and its domain 
model is incorporated into the specific domain data structures. 

Besides, a new problem solving environment focused on the domain of project in-
vestment analysis has been presented. It has been designed to provide different  
assessments from independent subsystems, each one using different assessment me-
chanisms. For the study presented in this article, only the methodology provided by 
the CBM-Engine is of relevance. This problem solving environment can be used not 
only as an assessment tool, but also as a tutoring system since it is able to take the 
feedback produced by the CBM and present it to the students. However, this scaffold-
ing mechanism goes beyond the scope of this paper. 

In the experiments conducted, we used the problem solving environment working 
with the new assessment framework. Students’ data were used by the framework to 
produce first a calibration of constraints and then an assessment. Between the two 
phases, the Information Function was successfully applied to detect those constraints 
which were not suitable to be used for assessment. The assessment performed after 
filtering the non-suitable set of constraints was compared to the assessment of a test 
covering the same concepts involved in the constraints. Statistical analysis suggests 
that our model could diagnose in the same way as an IRT-based test does. Neverthe-
less, no much correlation was found between the test and the problem solving scores, 
probably because the data used in the experiment was much reduced.  

When we look at CBM with IRT as a problem solving environment assessment 
mechanism, the results are promising and a range of possibilities is opened with this 
synergy. Nevertheless it has a drawback that should be taken under consideration: so 
far, results have been found only in systems without a big population using it. There-
fore, further work is being done to explore efficiency of this technique for bigger 
systems. Further work should be also done to explore if the process of the approach 
presented here, which was made entirely manual, could be automated within the 
CBM-engine; if some common threshold to distinguish good constraints from bad 
ones can be found in different systems; and whether there exist any automatic me-
chanism to determine it. Our current work is focused on these lines and exploring 
other utilities of IRT mechanisms that can be applied to CBM tutors. 
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